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Longitudinal study

* A longitudinal study is a research strategy in which the same
variables (e.g., individuals) are observed repeatedly over a
short or long period of time (i.e., uses longitudinal data).

* It's usually an observational research, although it may also
take the form of a longitudinal randomized experiment
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In a longitudinal study, researchers repeatedly examine the
same individuals to detect any changes that might occur over

a period of time.

Cross-sectional study

Data collected at one point in time

........

Longitudinal study

Data collected repeatedly over time
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Organisational Stressors, Coping, and
Coping Effectiveness:
A Longitudinal Study with an Elite Coach
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Figure 3. Coping Effectiveness Reported Over 28-Day Period
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Longitudinal and Time-Series Analysis

: Longitudinal analysis is concerned with studying the
vi~ : : :
progression of the values of a variable over time for the
members of a population.

If time is defined as a categorical variable, longitudinal
=2 analysis is closely related to multivariate analysis, studying
| vectors of outcomes.

e

When time is a continuous variable, longitudinal analysis
A studies the subjects’ curves (trajectories), and random
coefficient models are well suited for this purpose



Data analysis approaches

= | test & ANOVA

ANCOVA

— RM-ANOVA

— GEE
Advance
— — Mixed Model
methods
— LGM
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Estimated Marginal Means

Estimated Marginal Means
L
1

T test & One way ANOVA (method 1)

d Marginal Means of Practice

time

Marginal Means of Practice

Group

rtervention
Cortrel

Group

Flervertion
Control

b,a Independent-Samples T Test x
Test Variable(s):
o) Ty =
PREKMT
&> Educational Level [EDU] g .
& How long is your working ex .
’ ) & FLWLKN.T
‘ﬁ Are you working in shift? [SHI.. & L
& PREATT
& POBTATT
& FLW1ATT
& FLW2ATT
g ;ZE':ER‘I—T Grouping Variable
& FLWIPRT [Group12) l
& FLW2PRT - Define Groups...
OK Paste Reset || Cancel Help
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& Matondit Paor.. & (0 | Naonait ot E‘
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£t | | @sutbetebygumngerotes (2| Howlngis yurwoting e Eeveen 5 Fads:.
& sevuworiai. o 0 Feis afeady saed # taeyou wersing inshit? [SHFT)
o 0 #emeat *
‘Cument Staus: Analjsis By groups is off & POSTAT
0 ¢ r Coatiates:
paste | Beset [ canca 0 |#memr
) il
SHIF Numeric g 0 e =
(Lo ) o st o [,
PREKN.T  Numeric 8 2 — —__ _

endent Samples Test
Levene's Test for Equallir T

variances Vst for Equaliy of Means
o Err
3 : ar Difference

PREKNT  Euualvaniances 20 3 275 138 25032
assumed
Equalvanances not 275 138615 83 -om1a3 25922
assumed

FOSTKNT Eaualvanances 003 554 23021 138 ) 711azm 30900
Enual variances not 2021 137088 000 711428 30904
assumed

FLW1 KNT  Equalvanances 205 o5 2793 128 ono 71023 24887
assumed
Equalvanances nat 20778 128148 ooo 710233 24580
assumed

FLW2 /N T  Equalvariances 1151 65 27080 123 ) 691398 25860
assumed
Equaivanances not 17025 120885 000 681398 25584
assumed

Pairwise Comparisons

Measure: MEASURE_1
95% Confidence Interval for
Mean Difference
Difference (-
M time () time ) Std. Error Sig.? Lower Bound Upper Bound
1 2 -4.168" 369 o0oo -5158 -3178
3 -3.840° 359 .o0o -4.803 -2.877
4 23792 354 .000 -4.742 -2.842
2 1 4168 369 000 3178 5158
3 328 180 421 -153 808
4 376 180 302 -134 a8
3 1 3840 358 2877 4803
2 -.328 180 421 -.809 163
4 048 085 1.000 -.180 276
4 1 3792 354 2842 4742
2 -376 190 302 - BE6 134
3 -.048 085 1.000 -276 180

Based on estimated marginal maans
* The mean difference is significant at the .05 level.
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Analysis of Covariance (Method 2)

ANCOVA is commonly used for analysis of pretest-
posttest designs in which groups are compared at
posttest, using pretest scores as the covariate to
control for pre-existing differences on the dependent
variable

Post Score T2

Pre Score T1

ANCOVA is sometimes recommended with experimental research (e.g.,
Huitema, 2011; Maxwell &Delaney, 1990), where inclusion of covariates can
have the effect of reducing the mean square error and

thus increasing the power of the analysis

Among the methods, ANCOVA-POST is generally regarded as the preferred
approach, given that it typically leads to unbiased treatment effect estimate
with the lowest variance relative to ANOVA-POST or ANOVA-CHANGE
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linearity of regression
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Normality of error terms
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AELILE LaLa LU

Analyze  Graphs  Utilities

Extensions

Window

Help

Reports

Descriptive Statistics
Bayesian Statistics
Tables

Compare Means

General Linear Model

Generalized Linear Models
Mixed Models

Descriptive Statistics

Dependent Variahle,

Mean .
Group Unadjusted mean
1.0 19.0143 1.83755 score at post test
20 11.9000 1.81898 70
Total 154571 4.00785 140

Estimated Marginal Means

Adjusted
mean after
excluding
the effect of
pre test

Group

Estimates
DependentVariable: POST.KMN.

95% Confidence Interval

Group Mean Std. Error  Lower Bound  Upper Bound
1.0 18,0222 215 18.597 19.448
2.0 11.8827 215 11.466 12.318

a. Covariates appearing in the model are evaluated atthe
following values: PRE.KN.T=11.2071.

* ¥ ¥ ¥ ¥ v v v v v

ud D@l

[5] Univariate... I

[ie] Multivariate...

@Bepeated Measures...
Variance Components...

@ Univariate

Tependent Variables
([ @rostent J |

& id =
e
% grop:f Fixed Factor(s):
ropi

| & Group [Group] |

&b Age [Age]

&5 Gender [Gender]
&5 Marital Status [MS]
&5 Ms2

&5 Mationalit [Nation...
&b Educational Level...
& How long is your ...
& Are you working i...
& FLWIKNT

& FLW2KNT

& PREATT

& POSTATT WLS Weight

& FLW1ATT = | |

Random Factor(s):

Tests of Between-Subjects Effects

DependentVariable: POSTKNT

Type Il Sum Partial Eta Moncent, Observed
Source oquuares of Mean Square F Sig. Squared Parameter PDWEI’b
Corrected Modsl 1788.102° 2 894.051  275.469 .000 a0 550.939 1.000
Intereept 423870 i 423870 130,600 .000 488 130.600 1.000
PRE.KN.T 16.645 i 16.645 5128 025 036 5128 14

1778.541 1 1778.541  547.993 000 200 547.993

Error 444 641 137 3246
Total 35662.000 140
Corrected Total 2232743 139

a. R Sguared =801 {Adjusted R Squared = .798)

b. Computed using alpha = .05
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Test of Regzessmn Slopes Drawing of Regression Slopes
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Repeated Measures ANOVA (Method 3)

Repeated Measures ANOVA — one-way ANOVA but the same
subjects are measured in each group.

In repeated measures subjects serve as their own controls.own
controls.

* Differences in means must be due to:

* Treatment variations

* Within subject's variations

e within subject's error (unexplained variation)error

Repeated measures designs are more powerful than
independent groups designs.
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Timepoint 1 Timepoint 2 Timepoint 3
or or or
T /Condition A Tr /Condition B Treatment/Condition C

[ ] [ ]

I\ ' i\ ' A ’
B 1lB B

ek ek oL One-way RM-ANOVA/ MANOVA
D D D
Same Subjects
Factor Level 1 Factor Level 2 Factor Level 3

Within-subject factors

Two-way RM-ANOVA /MANOVA

Timepoint 1 Timepoint 2 Timepoint 3
[ ] [ ] [ ]
A\I A\I A\I
Treatment A g C-IHB v C-L;B 4 C-L;B o
% bl¥ —~R bV —R Hi! R
H — Three-way RM-ANOVA / MANOVA
] ° ® ° o ° @
Treatment B §
<n e e
Within-subject factors
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Between-Subjects Design

SS TOTAL
SS Effect SS Error

(SS between-groups)  (SS within-groups)

SS TOTAL = SS Effect/+ SS Error

(SS between (SS within
groups) groups)

Repeated-Measures Design

SS TOTAL
SS Effect SS Error

(SS between-groups)  (SS within-groups)

™~

SS Subjects SS Error

SS TOTAL = SS Effect +|SS Error is gets

split up into
(SS between (SS within two parts

groups) groups)
/plit ug\
(SS within grg

SS TOTAL = SS Effect +|(SS Subjects £ SS Error)

(SS between (SS Left-over
groups) Error)

(SS Subjects)
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Comparison to One-Way ANOVA

Other assumptions hold (e.g., normality, equal variance),
but sphericity is an added assumption.

— Sphericity means data are uncorrelated.
Counterbalancing may be needed.
n?is interpreted the same way as for one-way ANOVA.

Post-hoc t-tests need to be for paired samples, not
independent groups.
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Assumptions

The following assumptions are made when using
the F-test.

* 1. The response variable is continuous.

e 2. The eijk follow the normal probability
distribution with mean equal to zero.

* 3. The variances of the eijk are equal for all
values of i, j, and k.

* 4, The individuals are independent
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RM-ANOVA using SPSS

atistics Data Editor 3 Repeated Measures Define Factor(s)
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@ Repeated Measures: Model

epeated Measures: Profile Plots
ar Me Profile P X
Specify Model Factors: Horizontal Axis:
{@ Eull factorial: Build terms Group » [TME
.................................... mE
Between-Subjects: Between §e parabe i

Lo &) o
oI Group

© | E—
Build Termi(s)

- Plots: Add | | Change
Interaction ~
TIME*Group
o 1. You can specify and customize
, - Chart Type: the model
&+ By * (Within) | | @ LineChart .. .
Pt B 2. Defining the graph (line & bar)
oulia ferm #3 Repested Measures: Estimated Marginal Means X .
| J 3. EM - Mean calculation and
r Estimated Marginal Means - .
Factor(s) and Factor Interactions: Dispiay Means for: com p arison
(OVERALL) Group
TIME Group*TIME
Group*TIME
[/ Compare main effects
e Conpfidence interval adjustment:
|LSD(none >
LSD(none)

(gonsnue) (_cance |21y ™"
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Modified syntax for pairwise comparison

DATASET ACTIVATE DataSetl.

GLM PRE.KN.T POST.KN.T FLW1.KN.T FLW2.KN.T BY Group
/WSFACTOR=TIME 4 Polynomial
/METHOD=SSTYPE(3)

/PLOT=PROFILE(TIME*Group) TYPE=LINE ERRORBAR=NO
MEANREFERENCE=NO YAXIS=AUTO

JEMMEANS=TABLES(Group*TIME) COMPARE (Group) ADJ(LSD)
JEMMEANS=TABLES(Group*TIME) COMPARE (Time) ADJ(LSD)
JEMMEANS=TABLES(Group*TIME)

/PRINT=DESCRIPTIVE ETASQ OPOWER HOMOGENEITY
/CRITERIA=ALPHA(.05)

/WSDESIGN=TIME

/DESIGN=Group.
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Pairwise Comparisons

Measure: MEASURE_1
95% Confidence Interval for
Mean Differencs®
Difference (-
TIME| (1) Group  (J) Group J) Std. Errar Sig.P Lower Bound  Upper Bound
1 1.0 20 037 258 887 -474 5418
2.0 1.0 -037 258 .8a7 -.548 474
2 1.0 20 7.064" 338 .000 6.394 7.734
2.0 1.0 -7.064" 338 .000 -7.734 -6.394
3 1.0 20 7.139° 245 .000 6.654 7.624
2.0 1.0 7139 245 .000 -7.624 -6.654
4 1.0 20 6.914° 256 .00o 6.408 7.420
2.0 1.0 -6.914" 256 .00o -7.420 -6.408
= on estimated marginal means

* The mean difference is significant at the .05 level.

h. Adjustment for multiple comparisons: Least Significant Difference (equivalentto no adjustments).

Univariate Tests

Measure: MEASURE_1
Sum of Partial Eta Moncent. Dhsenved

TIME Squares df Mean Square F Sig. Squared FParameter Power?

1 Contrast 042 1 042 020 .8ar .0ao 020 052
Error 256,406 123 2.085

2 Contrast 1559.280 1 1559.280 436.016 000 780 436.016 1.000
Error 439,872 123 35676

3 Contrast 1692458 1 1592458 248114 .0oo 873 248114 1.000
Errar 230.950 123 1.878

4 Contrast 1483.751 1 1483751 731.715 .0oo 856 731.715 1.000
Error 251.097 123 2.041

Each F tests the simple effects of Group within each level combination of the other effects shown. These tests are based on the linearly
independent pairwise comparisons amaong the estimated marginal means.

a. Computed using alpha= .05
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Pairwise Comparisons
Measure: MEASLURE_A1

95% Confidence Interval for

Mean Difference
Difference (-
Grodp (i TIME o TIME ) Std. Error Sig_b Lower Bound Upper Bound
1.0 1 2 -7.710° 273 .0oo -8.250 -7.169
3 -7.419" 235 .ooao -7.88s5 -6.953
4 -7.258" 247 .0oo -F.7r48 -6. 768
2 1 7.710° 273 .ooo T.169 82.250
3 2490 256 2549 -.216 .FaT
4 452 271 .oas -.08s .ags
3 1 7419 .235 .0oo 5.953 T.885
2 -.290 256 2549 -.797 216
4 161 120 182 -.OF 7T .34949
4 1 7.258" 247 .0oo 5.768 T.7r48
2 -.452 271 .0as -.988 .0gs
3 - 161 120 182 -.399 OFTF
2.0 1 2 -.683" 271 013 -1.219 - 146
3 -7 .234 7T -.780 145
4 -.381 245 123 -.B67 105
2 1 623 271 013 146 1.2149
3 365 254 153 -137 868
4 302 2649 264 -.231 834
3 1 31T .234 ATT -.145 .rao
2 -.365 254 153 -.B68 A3T
4 -.063 119 595 -.299 ATz
4 1 381 245 123 -.105 867
2 -.302 269 264 -.834 231
3 063 1149 5495 -172 24949
Based on estimated marginal means
*. The mean difference is significant atthe .05 level.
b, Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustmeants).
Multivariate Tests
Fartial Eta raorcent Cbsenad
Group Walue F Hypothesis df Ermror of Sig Equared Paramater Fownar
1.0 Fillai's trace £ 1il-} A5 GG 3,000 121,000 ooo0 a0 1187 .837 1.000
Wilks' lambda A2 IS @46 3.000 121,000 oo 208 1187 837 1.000
Holelling's trace 9817 395045 3.000 121,000 ooo a0 1187 83T 1.000
Roy's largest rool 9817 3956457 3.000 124,000 ooo T 1987 837 1.000
2.0 Pillai's race 052 2.222"% 3.000 121,000 osg 052 6669 552
Wilks' lambda S4B 2 223° 3.000 121,000 o9 .a52 6 .669 552
Holelling's trace 0SS 223 3.000 121,000 oBg o5z 6659 552
Roy's largest rool 055 2.223% 2.000 121,000 oBg 05T 6669 552
Each F tests the mwitivariate simple effects of TIME within each level combination of the ofther efects

independant pairwise comparisons among the estimated marginal means
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GLM
t-test S
Linear Regression (Simple, Multiple)
ANOVA /MANOVA

One way ANOVA , Two Way ANOVA,
...... (FACTORIAL)

ANCOVA /MANCOVA
RM ANOVA /MANOVA /ANCOVA/MANCOVA



Data analysis approaches

= | test & ANOVA

ANCOVA

— RM-ANOVA

— GEE
Advance
— — Mixed Model
methods
— LGM
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Comparison of traditional and new
methods

Table 1. Comparison of Traditional and Mixed-Effects Approaches for the Analysis of Repeated-Measures Data

Mixed-Effects
End-Point Analysis rANOVA rMANOVA Analysis
Complete data required an Yas No* Yasg Na
every subject
Possible effect of omitting Sample bias Sample bias Sample bias Mot applicablet

subjects with missing
valuas

Possible effacts of
imputation of missing
data

Subjects measured at
different time points

Description of ime effect

Estimation of individual
trands

Restrictive assumptions
about correlation pattern

Time-depandent covariates

Ease of implementation

Gomputational complexity

Estimation bias

Yas

Simple
Mo

Mot applicable
Na

Very sasy
Low

Estimation bias

Mo

Flexible
Mo

Yas

Yas

Easy
Low

Estimation bias

No

Flexible
Mo

Na
Na

Easy
Meadium

Nat applicablet

Yas

Flaxible
Yas

Na
Yas

Hard
High

Abbreviations: rANOVA, univariate repeated-measures analysis of vardance; rMANOVA, multivariate repeated-measuras analysis of variance.

*Subjects with missing data are often omitted from the analysis.
+1t is not necessary to omit subjects with missing values from the analysis or to impute missing values.

FROM:

Ralitza Gueorguieva, PhD; John H. Krystal, MD Move Over ANOVA : Progress in

of General Psychiatry. Arch Gen Psychiatry. 2004;61:310-317.

DpAreientorSocal aidPraveniGoe Medicihe



Multinomial

Binomial

Poisson

Exponential Gamma/

Negative Binomial

Inverse Gaussian

Department of Social and Preventive Medicine



Generalized Estimating Equations

Introduction to randomised controlled trial
(RCT) design
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Generalized Linear Models

« The generalized linear model expands the general linear model so that the
dependent variable is linearly related to the factors and covariates via a specified
link function. Moreover, the model allows for the dependent variable to have a
non-normal distribution

* It covers widely used statistical models, such as linear regression for normally
distributed responses, logistic models for binary data, loglinear models for
count data, complementary log-log models for interval-censored survival
data, plus many other statistical models through its very general model
formulation.\

Introduction to randomised controlled trial
(RCT) design
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The general linear model make the 5 assumptions below. When these
assumptions are met, OLS regression coefficients are MVUE (Minimum
Variance Unbiased Estimators) and BLUE (Best Linear Unbiased
Estimators).

1. Exact X: The IVs are assumed to be known exactly (i.e., without
measurement error)

2. Independence: Residuals are independently distributed (prob. of
obtaining a specific observation does not depend on other observations)
3. Normality: All residual distributions are normally distributed

4. Constant variance: All residual distributions have a constant
variance, SEE?

5. Linearity: All residual distributions (i.e., for each Y') are assumed to
have means equal to zero

Introduction to randomised controlled trial
(RCT) design
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Problems and Solutions

Normality: Inefficient (with large N). Use power
transformations, generalized linear models

Constant variance: Inefficient and inaccurate
standard errors. Use power transformations, SE
corrections, weighted least squares , generalized
linear models

Linearity: Biased parameter estimates. Use power
transformations, polynomial regression, generalized
linear models
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 The generalized linear model expands the
general linear model so that the dependent
variable is linearly related to the factors and
covariates via a specified link function.

* The link function is a transformation of the
dependent variable that allows estimation of
the model. The following functions are
available
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* |dentity. f(x)=x. The dependent variable is not
transformed. This link can be used with any
distribution.

 Complementary log-log. f(x)=log(-log(1-x)). This
is appropriate only with the binomial distribution.

* Cumulative complementary log-log.
f(x)=In(-In(1-x)), applied to the cumulative
probability of each category of the response. This
is appropriate only with the multinomial
distribution.

* Cumulative logit. f(x)=In(x / (1-x)), applied to the
cumulative probability of each category of the
response. This is appropriate only with the
multinomial distribution.
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Cumulative negative log-log. f(x)=—-In(-In(x)), applied to
the cumulative probability of each category of the
response. This is appropriate only with the multinomial
distribution.

Cumulative probit. f(x)=0-1(x), applied to the
cumulative probability of each category of the
response, where Q-1 is the inverse standard normal
cumulative distribution function. This is appropriate
only with the multinomial distribution.

Log. f(x)=log(x). This link can be used with any
distribution. ¢—

Log complement. f(x)=log(1-x). This is appropriate only
with the binomial distribution.

Logit. f(x)=log(x / (1-x)). This is appropriate only with
the binomial distribution.
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Negative binomial. f(x)=log(x / (x+k —1)), where k is the ancillary
parameter of the negative binomial distribution. This is appropriate
only with the negative binomial distribution.

Negative log-log. f(x)=—log(-log(x)). This is appropriate only with the
binomial distribution.

Odds power. f(x)=[(x/(1-x))a-1]/a, if a # 0. f(x)=log(x), if a=0. a is
the required number specification and must be a real number. This
is appropriate only with the binomial distribution.

Probit. f(x)=0-1(x), where ®-1 is the inverse standard normal
cumulative distribution function. This is appropriate only with the
binomial distribution.

Power. f(x)=x a, if a # 0. f(x)=log(x), if a=0. a is the required number
specification and must be a real number. This link can be used with
any distribution.

Department of Social and Preventive Medicine



Types of outcome/DV in GEE

Scale Response. The following options are available:

Linear. Specifies Normal as the distribution and Identity as the link function.

Gamma with log link. Specifies Gamma as the distribution and Log as the link function.

Ordinal Response. The following options are available:

Ordinal logistic. Specifies Multinomial (ordinal) as the distribution and Cumulative logit as the link function.
Ordinal probit. Specifies Multinomial (ordinal) as the distribution and Cumulative probit as the link function.
Counts. The following options are available:

Poisson loglinear. Specifies Poisson as the distribution and Log as the link function.

Negative binomial with log link. Specifies Negative binomial (with a value of 1 for the ancillary parameter) as the
distribution and Log as the link function. To have the procedure estimate the value of the ancillary parameter,
specify a custom model with Negative binomial distribution and select Estimate value in the Parameter group.

Binary Response or Events/Trials Data. The following options are available:

Binary logistic. Specifies Binomial as the distribution and Logit as the link function.

Binary probit. Specifies Binomial as the distribution and Probit as the link function.

Interval censored survival. Specifies Binomial as the distribution and Complementary log-log as the link function.
Mixture. The following options are available:

Tweedie with log link. Specifies Tweedie as the distribution and Log as the link function.

Tweedie with identity link. Specifies Tweedie as the distribution and Identity as the link function.
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@ Generalized Estimating Equations x

Repe3t Typeotiocel Response Predicrs Model Esimaon Sttt EMeans Sae Expot

Variables: Subjectvariables:
& Group & D f_‘}_l
& Age f_»_l [
& Edu [ r"fl
é Married Age "EnES
é} No.Children Within-subjectvariables:
& DV.PRE & time 1 —
& ANXLPRE + I
‘m Analyze Graphs  Utilities Extensions  Window  Help | m p—
f
= ¥ 2
D tive Statisti 3 k|
— g=cripive statistics . Sort cases by subject and within-subject variables
B: Statisti 3
— SAETETERMIE Covariance Matrix
5G LELEES ' Married.Al , No.Childr ’V ® Robust estimator © Model-based estimator ‘
Compare Means 3 f f
ge en r Working Correlation Matrix
General Linear Model »
R Structure: b
Generalized Linear Models G lized L Models...
N generalized Linear bodels Adjust estimator by number of non-redundant parameters
Mized Models ? Generalized Estimating Equations...
Correlate 3

Maximum iterations: |100

. Update matrix Ilterations between updates: |4

Convergence Criteria
Atleast one convergence criterion must be specified with a minimum greater than zero
Minimum Type:

.Qhange in parameter estimates |1E-006 Absolute ¥

[l Hessian convergence Absolute

Introduction to randomised controlled trial
(RCT) design
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Working Correlation Matrix

* This correlation matrix represents Independence, 10 0
the within-subject dependencies. 010
0 0 1
* |Its size is determined by the Exchangeable, 1 p p
number of measurements and g [1) ‘f
thus the combination of values of .
T . _ Autoregressive order 1, 1 2
within-subject variables. , ! ’;)
P?op 1
Repeated measurements have a first-order Unstructured .
autoregressive relationship. The correlation . P - ’; Z
between any two elements is equal to rho for g1z p3 1

adjacent elements, rho2 for elements that are
separated by a third, and so on.
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@ Generalized Estimating Equations X

Repested Tpe ofocel Response Predicors Model Estimalon Sttsts EMeans Sae Bt

Variables: Subject variables:

&> Group & D
2% (1
& Edu had

f Married Age

fNo.Children Within-subject variables:
& DV.PRE & time . )
& ANXLPRE 9 s 1 : Enter your subject’s ID

2- Within subject variable
. Sort cases by subject and within-subject variables ( Tlme)

r Covariance Matrix

@ Robust estimator © Model-based estimator 3 : dEfine the type Of
r Working Correlation Matrix Correlatlon matrIX

[+ Adjust eqIndependent non-redundant parameters
—|AR({)
laximum itd{Exchangeable e
M-dependent
Update poweecn updates:
. pdate Unstructured ; L

Convergence Criteria

At least one convergence criterion must be specified with a minimum greater than zero.

Minimum: Type:
B change in parameter estimates |[1E-006 Absolute v
B Hessian convergence Absolute
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The response can be | Tipe iosel | esponse prags Mode | Estmaton Ssisics| EMMeans Sase| Bor.

SCaIe’ Counts’ bi nary, Or Choose one of the model UDES listed below orspecify a custom combination of distribution and link function.
events-in-trials. Factors # scale Response A Ordinal Response

@ Linear © Ordinal logistic

are aSSU med tO be © Gamma with log link © Ordinal probit
Categori Cal . The W Counts O® Binary Response or Events/Trials Data — |
© Poigson loglinear @ Binary logistic

COVariateS, Scale Weight, @ Megative binomial with log link © Binary probit
and offset are assumed to 1 e i

© Tweedie with log link

be Scale- © Tweedie with identity link

x Custom

© custom

Distribution: [Normal ~ w|  Linkfunction: [igenty

Parameter

Power:
@ Specify value

Value: [1

@ Estimate value
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Generalized Estimating Equations
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Generalized Estimating Equations x

orte g st s s et st s o R

# Generalized Estimating Equations
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I & time None
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Here for continues
outcome you can
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comparison

]

Build Mested Term
Term:

Mumber of Effects in Model: 2

r Scale

@ Compute means for response
By* (WYithin) Add to Model Clear
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P |
Goodness of Fit’ Pairwise Comparisons

Value 95% Wald Confidence Interval
A Mean Sequential for Difference
ﬁzaeS'el;]lsglr::?r:;g;Ter 110552 Difference (- Bonferroni
cnteprign @c)® (I} Group*time (J) Group*time J) Std. Error df Sig. Lower Upper
- [Group=1.00]*ime=1.00]  [Group=1.00]*{ime=2.00] B750° 14038 1 .000 4630 1.2870
Corrected Quasi 110.552
s e R [Group=1.00]*ime=3.00] 6622 13303 1 .000 2746 1.0498
Independence Model 2
Group=2.00]*fime=1.00) 0972 15267 1 1.000 -2422 4366
Criterion (QICC) (Group=2.001Time=1.00)
DependeniVaniabis ADIFRE [Group=2.00]*time=2.00] 2081 14256 1 1.000 - 1754 5915
Model: (Intercept), Graup, ime, Group [Group=2.00]*[time=3.00] 1203 14443 1 1.000 2151 4556
*time [Group=1.00]*ime=2.00]  [Group=1.00]*fime=1.00] -8750° 14038 1 .000 -1.2870 - 4630
a. Information criteria are in [Group=1.00]*ime=3.00] _2128 16381 1 1.000 - 6365 2109
smaller-is-hetter form.
) [Group=2.00]*time=1.00] LTTTE 47401 1 .000 1.2764 -2792
b. Computed using the full log L
quas-likelinood function, This is same as [Group=2.00]*time=2.00] - G669T 16521 1 001 11357 -1982
ANOVA table , both [Group=2.00]*time=3.00] 75477 16683 1 .000 -1.2369 -2725
main effects and also o o .
Tests of Model Effects interaction effect are [Group=1.00]*ime=3.00]  [Group=1.00]*fime=1.00] -6622 13303 1 .000 -1.0498 -2746
tested using Wald test [Group=1.00]*ime=2.00] 2128 16381 1 1.000 -2109 6365
Type Il [Group=2.00]"{time=1.00] -5650° 16700 1 .007 -1.0309 -.0991
Wald Chi-
Souree Square of [Group=2.00]*[time=2.00] 45428 15781 1 032 -.8857 -0227
(nterceph 199,333 ] 000 [Group=2.00]*time=3.00] -5419% 15951 1 007 -.9897 -.0942
B 14801 ] 000 [Group=2.00]"[tme=1.00]  [Group=1.00]"[ime=1.00] 0972 15267 1 1.000 -.4366 2422
— 24327 2 000 [Group=1.00]*time=2.00] J778Y 47401 1 .000 2782 1.2764
—— 16517 2 000 [Group=1.00]*time=3.00] 5650° 16700 1 007 0991 1.0309
Dependent Variahle: ANXLPRE [Group=2.00]*time=2.00] 1108 16260 1 1.000 -2642 4759
k : .
Modsl: (Intercept), Group, time, Group * tims [Group=2.00]*{time=3.00] 0231 15611 1 1.000 -2912 3373
[Group=2.00]*ime=2.00]  [Group=1.00]*fime=1.00] -.2081 14256 1 1.000 - 5915 1754
[Group=1.00]*time=2.00] B669% 16521 1 001 1982 1.1357
[Group=1.00]*time=3.00] 4542 15781 1 032 0227 BB57
[Group=2.00]*time=1.00] -1108 16260 1 1.000 - 4759 2542
[Group=2.00]*[time=3.00] 0878 47201 1 1.000 -.4599 2844
[Group=2.00]*ime=3.00]  [Group=1.00]*fime=1.00] 21203 14443 1 1.000 - 4556 2151
[Group=1.00]"ime=2.00] 75477 16683 1 000 2725 1.2369
[Group=1.00]*ime=3.00] 5419° 15951 1 007 0942 9897
[Group=2.00]*time=1.00] -.0231 15611 1 1.000 -3373 2912
[Group=2.00]*time=2.00] 0878 47201 1 1.000 -2844 4599

Pairwise comparisons of estimated marginal means hased on the original scale of dependent variahle ANXI.PRE
a. The mean difference is significant atthe .05 level.
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Cluster design

 Acluster randomised controlled trial is a type of randomised
controlled trial in which groups of subjects (as opposed to individual
subjects) are randomised.

* Cluster randomised controlled trials are also known as cluster
randomised trials, group-randomised trials and place-randomized
trials.

* Cluster trials originated from educational research. Intact classes or
schools were randomised to an intervention or no intervention.

Introduction to randomised controlled trial
(RCT) design
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Cluster randomization by sector
(n = 413 sectors)

| |

Chlorhexidine 0.25% skin
cleansing
(sectors = 207)

| } } | } }

Placebo skin cleansing
(sectors = 206)

Cord cares: Cord care: Cord care: Cord care: Cord care: Cord care:
education only soap/water 4% chlorhexidine education only soap/water 4% chlorhexidine
(sectors = 69) (sectors = 69) (sectors = 68) (sectors = 69) (sectors = 69) (sectors = 69)

Cluster/ Group A Cluster/ Group B Cluster/ Group C

e

Intervention A Intervention B Intervention C

Introduction to randomised controlled trial
(RCT) design
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Published by Oxlord University Press on behall of the International Epidemiological Association  Imternational Journal of Epidemiology 2006:35:1292-1300
© The Author 2006: all rights reserved. Advance Access publication 30 August 2006 doi:10.1093/ije/dyl 129

The responses from individuals within a METHODOLOGY

Cluster are likely to be more similar than Sample size for cluster randomized trials:
those from different clusters. This is effect of coefficient of variation of cluster
because individuals within a cluster may size and analysis method

share similar characteristics or be exposed
to the same external factors associated
with membership to a particular cluster.

Sandra M Eldridgc,l* Deborah .\'-\!%hh\!'I and Sally Kl:rry3

design effect can be calculated as was calculated as:
] L . DE=1+p(m-1)
Observations on participants in the same Where m = number of subjects in a cluster and p = intra cluster
cluster tend to be correlated (non- correlation coefficient
independent). « Degree of correlation ICC= 0.01 which usually, values of between 0.01 and 0.02 in
within clusters is known as intracluster
correlation coefficient (p).

human studies

Introduction to randomised controlled trial
(RCT) design
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Cluster allocation

* Need to use some form of stratification.

— Pairing is often used — match clusters on an important co-variate
and randomly allocate a member of each pair to the intervention.

— Stratification using blocking or the use of minimisation is an
alternative.

Introduction to randomised controlled trial
(RCT) design
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c # youtube.com/watch?v=rF8pgviMqo0

M Inbox M Inbox(2) ™ ummcedumy - Pus.. v e-Attendance 06 % smartplsde - nextg.. @ @ OpenkEpi:Sample Siz... m SJR - Journal Search Sientific personal personal account jip @&t
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Lab 11: Analyzing Longitudinal Data (Part
Sorimbil 2): GEE

3 Models Ehsan Karim and Derek Ouyang
4 Compare with Random Effects 06 November 2020
Reference

1 Data Description

In addition to BtheB dataset in part 1, we used respiratory data from HSAUR2 package to demonstrate the analysis
with non-normal responses:

¢ The response variable in this dataset is status (the respiratory status), which is a binary response
e Other covariates are: treatment, age, gender, the study center
* The response has been measured at 0, 1, 2, 3, 4 mths for each subject

data("respiratory", package = "HSAUR2")

head(respiratory)
## centre treatment gender age status month subject '
e ## 1 ‘1 placebo female 46 poor @ 1

| | -(» 0:00/12:08

Lab 11 (part B) gee::gee vs geepack::geeglm, compare via QIC & QICu, marginal vs conditional

572 views * Nov 7, 2020 @5 11 GJ DISLIKE 2> SHARE =+ SAVE

https://www.youtube.com/watch?v=rF8pgvfMqgo0
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Data analysis approaches

= | test & ANOVA

ANCOVA

— RM-ANOVA

— GEE
Advance
— — Mixed Model
methods
— LGM
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GLMM (Mixed model )

 Mixed effects models are useful when we
have data with more than one source of
random variability.

* For example, an outcome may be measured
more than once on the same person
(repeated measures taken over time).

« When we do that we have to account for both
within-person and across-person variability.
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Latent growth curve modeling (LGC)

« Latent growth curve modeling is currently one of the most popular
approaches used to study longitudinal patterns of change over time

« LGM is a methodology that uses structural equation modeling
techniques to model individual change, assess treatment effects and
the relationship between multiple outcomes simultaneously, and
model measurement error.

* The growth curve model (GCM), or latent curve model (Meredith &
Tisak, 1990), has been one of the most widely adopted statistical
techniques in longitudinal studies to investigate progression over
time
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Mediators of Intervention Effects on Depressive
Symptoms Among People Living With HIV:
Secondary Analysis of a Mobile Health Randomized
Controlled Trial Using Latent Growth Curve Modeling

Mengting Zhu
) Chengbo Zeng
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;o Wan Guo
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Mean Variance
Estimate SE b Estimate SE b

Perceived social support

Intercept 28.00 0.52 <0.001 32.00 3.80 <0.001
Slope T1-T3 105 0.29 <0.001 625 127 <0.001
Slope T3-T5 0.42 0.24 0.077 0 -
PTSST1 PTSS T2 PTSST3
Posttraumatic stress symptoms Treatment
condition ”
Intercept 27.01 0.61 <0.001 5822 530 <0.001 .23
Slope T1-T3 ~6.52 048 <0.001 2514 341 <0.001 -.03 1808
Slope T3-T5 -111 046 0.016 0 - PTSS
-.09 i
Note: T1 T3 T5=18 ths afts Caregiver e
ote: T1 = pretreatment, T3 = post-treatment, T5 = 18 months after post-treatment measure. pa rticipa tion =11
01
.04
.14 .06
Perceived social support Postiraumatic stress toms Sex ~14
PP symp e Soc supp Soc supp
Estimate SE P Estimate SE p = intercept slope
.09-.0
Treatment® > intercept -0.03 0.10 0.742 -0.06 0.09 0.509 .04
Treatment® + slope 010 0197 0.23 0.10 0.025
Age -11

Caregiver” » intercept 0.04 010  0.694 -0.09 0.10 0334 Soc supp T1 Soc supp T2 Soc supp T3

Caregiver” - slope 0.01 0.13 0.942 -0.11 0.11 0.326

Sex® - intercept -0.14 010 0742 0.14 0.08 0.091

Sex® » slope 0.13 010 0197 0.06 0.10 0.557

Age - intercept -0.01 0.01 0.900 0.04 0.09 0.648

Age> slope -0.11 013 0445 0.09 0.10 0.334
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Baseline Posttest Followup

Group
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Coral protection from seastars (Culcita) by symbionts (McKeon et al., 2012)
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Thank you

* Dr. Mahmoud Danaee
* mdanaee@um.edu.my

Research method and statistical consultation service (RMC)
* Department of Social and Preventive Medicine,
* Faculty of Medicine,University of Malaya,50603 Kuala Lumpur,

* MALAYSIA.

Introduction to randomised controlled trial
(RCT) design
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