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Longitudinal study

• A longitudinal study is a research strategy in which the same 
variables (e.g., individuals) are observed repeatedly over a 
short or long period of time (i.e., uses longitudinal data). 

• It's usually an observational research, although it may also 
take the form of a longitudinal randomized experiment



• In a longitudinal study, researchers repeatedly examine the 
same individuals to detect any changes that might occur over 

a period of time.







Longitudinal and Time-Series Analysis

Longitudinal analysis is concerned with studying the 
progression of the values of a variable over time for the 
members of a population. 

If time is defined as a categorical variable, longitudinal 
analysis is closely related to multivariate analysis, studying 
vectors of outcomes. 

When time is a continuous variable, longitudinal analysis 
studies the subjects’ curves (trajectories), and random 
coefficient models are well suited for this purpose
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T test & One way ANOVA (method 1)  



Analysis of Covariance (Method 2) 

• ANCOVA is sometimes recommended with experimental research (e.g., 
Huitema, 2011; Maxwell &Delaney, 1990), where inclusion of covariates can 
have the effect of reducing the mean square error and

• thus increasing the power of the analysis

• ANCOVA is commonly used for analysis of pretest-
posttest designs in which groups are compared at 
posttest, using pretest scores as the covariate to 
control for pre-existing differences on the dependent 
variable

• Among the methods, ANCOVA-POST is generally regarded as the preferred 
approach, given that it typically leads to unbiased treatment effect estimate 
with the lowest variance relative to ANOVA-POST or ANOVA-CHANGE



Assumption of ANCOVA 
• linearity of regression

• Homogeneity of error variances

• Independence of error terms

• Normality of error terms

• Homogeneity of regression slopes (when you have more than 1 group)





Drawing of Regression Slopes
Test of Regression Slopes

https://www.tqmp.org/RegularArticles/vol12-3/p253/p253.pdf



Repeated Measures ANOVA (Method 3) 

Repeated Measures ANOVA – one-way ANOVA but the same 
subjects are measured in each group.

In repeated measures subjects serve as their own controls.own
controls.

• Differences in means must be due to:

• Treatment variations 

• Within subject's variations 

• within subject's error (unexplained variation)error

Repeated measures designs are more powerful than 
independent groups designs.



One-way RM-ANOVA/ MANOVA

Two-way RM-ANOVA /MANOVA

Three-way RM-ANOVA / MANOVA





Comparison to One-Way ANOVA

• Other assumptions hold (e.g., normality, equal variance), 
but sphericity is an added assumption.

– Sphericity means data are uncorrelated.

• Counterbalancing may be needed.

• h2 is interpreted the same way as for one-way ANOVA.

• Post-hoc t-tests need to be for paired samples, not 
independent groups.



Assumptions

The following assumptions are made when using 
the F-test.

• 1. The response variable is continuous.

• 2. The eijk follow the normal probability 
distribution with mean equal to zero.

• 3. The variances of the eijk are equal for all 
values of i, j, and k.

• 4. The individuals are independent



RM-ANOVA using SPSS

Define the within 
subject factors and 

level 

Enter your DV and 
define the between 

subject variable 

Define the Analysis 
properties 



1. You can specify and customize 
the model 

2. Defining  the graph (line & bar) 
3. EM – Mean calculation and  

comparison



• DATASET ACTIVATE DataSet1.
• GLM PRE.KN.T POST.KN.T FLW1.KN.T FLW2.KN.T BY Group
• /WSFACTOR=TIME 4 Polynomial 
• /METHOD=SSTYPE(3)
• /PLOT=PROFILE(TIME*Group) TYPE=LINE ERRORBAR=NO 

MEANREFERENCE=NO YAXIS=AUTO
• /EMMEANS=TABLES(Group*TIME) COMPARE (Group) ADJ(LSD)
• /EMMEANS=TABLES(Group*TIME) COMPARE (Time) ADJ(LSD)
• /EMMEANS=TABLES(Group*TIME) 
• /PRINT=DESCRIPTIVE ETASQ OPOWER HOMOGENEITY 
• /CRITERIA=ALPHA(.05)
• /WSDESIGN=TIME 
• /DESIGN=Group.

Modified syntax for pairwise comparison 







GLM

• t-test  S

• Linear Regression (Simple, Multiple)

• ANOVA /MANOVA 

• One way ANOVA , Two Way ANOVA , 
…...(FACTORIAL)

• ANCOVA /MANCOVA 

• RM ANOVA /MANOVA /ANCOVA/MANCOVA 
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Comparison of traditional and new 
methods

FROM:
Ralitza Gueorguieva, PhD; John H. Krystal, MD  Move Over ANOVA : Progress in Analyzing Repeated-Measures Data and Its Reflection in Papers Published in the Archives 

of General Psychiatry. Arch Gen Psychiatry. 2004;61:310-317. 





Generalized Estimating Equations

Introduction to randomised controlled trial 
(RCT) design 



Generalized Linear Models

• The generalized linear model expands the general linear model so that the 

dependent variable is linearly related to the factors and covariates via a specified 

link function. Moreover, the model allows for the dependent variable to have a 

non-normal distribution

• It covers widely used statistical models, such as linear regression for normally

distributed responses, logistic models for binary data, loglinear models for

count data, complementary log-log models for interval-censored survival

data, plus many other statistical models through its very general model

formulation.\
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The general linear model make the 5 assumptions below.  When these 

assumptions are met, OLS regression coefficients are MVUE (Minimum 

Variance Unbiased Estimators) and BLUE (Best Linear Unbiased 

Estimators).

1.  Exact X:  The IVs are assumed to be known exactly (i.e., without 

measurement error)

2.  Independence:  Residuals are independently distributed (prob. of 

obtaining a specific observation does not depend on other observations)

3.  Normality:  All residual distributions are normally distributed

4. Constant variance:  All residual distributions have a constant 

variance, SEE2

5.  Linearity:  All residual distributions (i.e., for each Y') are assumed to 

have means equal to zero

Introduction to randomised controlled trial 
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Problems and Solutions

Normality:  Inefficient (with large N).   Use power 

transformations, generalized linear models

Constant variance:  Inefficient and inaccurate 

standard errors.  Use power transformations, SE 

corrections, weighted least squares , generalized 

linear models

Linearity:  Biased parameter estimates.  Use power 

transformations, polynomial regression, generalized 

linear models



• The generalized linear model expands the 
general linear model so that the dependent 
variable is linearly related to the factors and 
covariates via a specified link function.

• The link function is a transformation of the 
dependent variable that allows estimation of 
the model. The following functions are 
available



• Identity. f(x)=x. The dependent variable is not 
transformed. This link can be used with any 
distribution.

• Complementary log-log. f(x)=log(−log(1−x)). This 
is appropriate only with the binomial distribution.

• Cumulative complementary log-log. 
f(x)=ln(−ln(1−x)), applied to the cumulative 
probability of each category of the response. This 
is appropriate only with the multinomial 
distribution.

• Cumulative logit. f(x)=ln(x / (1−x)), applied to the 
cumulative probability of each category of the 
response. This is appropriate only with the 
multinomial distribution.



• Cumulative negative log-log. f(x)=−ln(−ln(x)), applied to 
the cumulative probability of each category of the 
response. This is appropriate only with the multinomial 
distribution.

• Cumulative probit. f(x)=Φ−1(x), applied to the 
cumulative probability of each category of the 
response, where Φ−1 is the inverse standard normal 
cumulative distribution function. This is appropriate 
only with the multinomial distribution.

• Log. f(x)=log(x). This link can be used with any 
distribution.

• Log complement. f(x)=log(1−x). This is appropriate only 
with the binomial distribution.

• Logit. f(x)=log(x / (1−x)). This is appropriate only with 
the binomial distribution.



• Negative binomial. f(x)=log(x / (x+k −1)), where k is the ancillary 
parameter of the negative binomial distribution. This is appropriate 
only with the negative binomial distribution.

• Negative log-log. f(x)=−log(−log(x)). This is appropriate only with the 
binomial distribution.

• Odds power. f(x)=[(x/(1−x))α−1]/α, if α ≠ 0. f(x)=log(x), if α=0. α is 
the required number specification and must be a real number. This 
is appropriate only with the binomial distribution.

• Probit. f(x)=Φ−1(x), where Φ−1 is the inverse standard normal 
cumulative distribution function. This is appropriate only with the 
binomial distribution.

• Power. f(x)=x α, if α ≠ 0. f(x)=log(x), if α=0. α is the required number 
specification and must be a real number. This link can be used with 
any distribution.



Types of outcome/DV in GEE 
• Scale Response. The following options are available:

• Linear. Specifies Normal as the distribution and Identity as the link function.

• Gamma with log link. Specifies Gamma as the distribution and Log as the link function.

• Ordinal Response. The following options are available:

• Ordinal logistic. Specifies Multinomial (ordinal) as the distribution and Cumulative logit as the link function.

• Ordinal probit. Specifies Multinomial (ordinal) as the distribution and Cumulative probit as the link function.

• Counts. The following options are available:

• Poisson loglinear. Specifies Poisson as the distribution and Log as the link function.

• Negative binomial with log link. Specifies Negative binomial (with a value of 1 for the ancillary parameter) as the 
distribution and Log as the link function. To have the procedure estimate the value of the ancillary parameter, 
specify a custom model with Negative binomial distribution and select Estimate value in the Parameter group.

• Binary Response or Events/Trials Data. The following options are available:

• Binary logistic. Specifies Binomial as the distribution and Logit as the link function.

• Binary probit. Specifies Binomial as the distribution and Probit as the link function.

• Interval censored survival. Specifies Binomial as the distribution and Complementary log-log as the link function.

• Mixture. The following options are available:

• Tweedie with log link. Specifies Tweedie as the distribution and Log as the link function.

• Tweedie with identity link. Specifies Tweedie as the distribution and Identity as the link function.



GEE
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Working Correlation Matrix

• This correlation matrix represents 
the within-subject dependencies.

• Its size is determined by the 
number of measurements and 
thus the combination of values of 
within-subject variables. 

Repeated measurements have a first-order 
autoregressive relationship. The correlation 
between any two elements is equal to rho for 
adjacent elements, rho2 for elements that are 
separated by a third, and so on. 



1 : Enter your subject’s ID 
2- Within subject variable 
( Time) 
3 : define the type of 
correlation matrix 



The response can be 

scale, counts, binary, or 

events-in-trials. Factors 

are assumed to be 

categorical. The 

covariates, scale weight, 

and offset are assumed to 

be scale.









Cluster design

• A cluster randomised controlled trial is a type of randomised 
controlled trial in which groups of subjects (as opposed to individual 
subjects) are randomised.

• Cluster randomised controlled trials are also known as cluster 
randomised trials, group-randomised trials and place-randomized 
trials.

• Cluster trials originated from educational research.  Intact classes or 
schools were randomised to an intervention or no intervention.

Introduction to randomised controlled trial 
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The responses from individuals within a 

cluster are likely to be more similar than 

those from different clusters. This is 

because individuals within a cluster may 

share similar characteristics or be exposed 

to the same external factors associated 

with membership to a particular cluster.

Observations on participants in the same 

cluster tend to be correlated (non-

independent). • Degree of correlation 

within clusters is known as intracluster

correlation coefficient (ρ).

design effect can  be calculated as was calculated as:
DE = 1 + ρ (m-1)
Where m = number of subjects in a cluster and ρ = intra cluster 
correlation coefficient 
ICC= 0.01 which usually, values of between 0.01 and 0.02 in 
human studies



Cluster allocation

• Need to use some form of stratification.

– Pairing is often used – match clusters on an important co-variate 

and randomly allocate a member of each pair to the intervention.

– Stratification using blocking or the use of minimisation is an 

alternative.

Introduction to randomised controlled trial 
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geepack: Generalized Estimating 
Equation Package



https://www.youtube.com/watch?v=rF8pgvfMqo0
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GLMM (Mixed model ) 

• Mixed effects models are useful when we 

have data with more than one source of 

random variability. 

• For example, an outcome may be measured 

more than once on the same person 

(repeated measures taken over time). 

• When we do that we have to account for both 
within-person and across-person variability.







Latent growth curve modeling (LGC)

• Latent growth curve modeling is currently one of the most popular 

approaches used to study longitudinal patterns of change over time

• LGM is a methodology that uses structural equation modeling 

techniques to model individual change, assess treatment effects and 

the relationship between multiple outcomes simultaneously, and 

model measurement error.

• The growth curve model (GCM), or latent curve model (Meredith & 

Tisak, 1990), has been one of the most widely adopted statistical 

techniques in longitudinal studies to investigate progression over 

time

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3090624/#R26










Coral protection from seastars (Culcita) by symbionts (McKeon et al., 2012)
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